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Abstract—Strength training exercises are essential for rehabilitation, improv-
ing our health as well as in sports. For optimal and safe training, educators and 
trainers in the industry should comprehend exercise form or technique. Currently, 
there is a lack of tools measuring in-depth skills of strength training experts. In 
this study, we investigate how data mining methods can be used to identify novel 
and useful skill patterns from a binary multiple choice questionnaire test designed 
to measure the knowledge level of strength training experts. A skill test assessing 
exercise technique expertise and comprehension was answered by 507 fitness 
professionals with varying backgrounds. A triangulated approach of clustering 
and non-negative matrix factorization (NMF) was used to discover skill patterns 
among participants and patterns in test questions. Four distinct participant sub-
groups were identified in data with clustering and further question patterns with 
NMF. The results can be used to, for example, identify missing skills and 
knowledge in participants and subgroups of participants and form general and 
personalized or background specific guidelines for future education. In addition, 
the test can be optimized based on, for example, if some questions can be an-
swered correct even without the required skill or if they seem to be measuring 
overlapping skills. Finally, this approach can be utilized with other multiple 
choice test data in future educational research.  

Keywords—Data mining, Clustering, Non-negative matrix factorization, 
Strength training skill test, Binary data 
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1 Introduction 

Data collections in educational settings provide unique types of data that offer many 
opportunities for data mining to extract useful information [1]. This information can be 
used, for example, to better understand person’s skills, how and in which settings they 
learn, and to recognize training and development needs. While large data in its raw 
form rarely offers easily interpretable information, data mining can be used to detect 
novel or unsuspected patterns and relationships in the data as well as to summarize data 
in novel and understandable ways [2].  

Due to the abilities of data mining, it has received increasing amounts of attention in 
many domains, including educational research, where the term educational data mining 
(EDM) has risen [3]. For example, previous studies have focused on predicting the per-
formance of a student [4], [5], analyzing student motivation and attitudes [6], [7], clas-
sifying and clustering different learning styles and behaviours [8]–[10], and recom-
mending best courses for students [11], [12].  

Some of the common objective ways to measure person’s skills in educational re-
search are testing, and curriculum-based measurement (CBM). Testing is the most 
widespread way of assessing person’s skills [13]. A widely known example in the ed-
ucational domain is the Programme of International Students Assessment (PISA) that 
is a standardized test developed to measure 15-year-olds’ skills in domains such as 
reading, mathematics, and science. CBM is a simple yet very effective way for educa-
tors to track student’s skill levels and development both on individual and group levels 
[14]. Multiple choice questions (MCQs) can be used in both objective and subjective 
skill assessments and are common in many fields. For example, in medicine MCQs are 
considered as the most widely applicable and useful form of testing [15] and are in-
creasingly used in physics education as well [16]. Well-constructed MCQs by them-
selves can assess higher cognitive skills, such as interpretation, concept understanding, 
and knowledge application, and are reliable and cost-effective [15], [17], [18]. Most 
often MCQ comprise of a set of options with one correct answer that matches the ques-
tion and other options, called distractors [15], [17]. Therefore, MCQ answers can be 
easily, and often are, transformed to binary format for data analysis. 

Essentially, binary data is categorical data with two possible values, most often la-
beled as zeros and ones. Many phenomena can be directly measured with binary varia-
bles, such as the presence/absence of something or success/failure in something [19]. 
Moreover, categorical as well as continuous data can be easily simplified to a binary 
format. For example, above mentioned MCQs can be transformed to correct/incorrect, 
questions measured in nominal scale can be one-hot-encoded, and continuous data can 
be categorized into classes (e.g., categorizing continuous test score as high-performing 
or low-performing) [20].  

Educational data is commonly utilized in the field of sports and physical education 
as well. For example, the relationship between physical activity and school perfor-
mance has been an excessively discussed topic [21] and the learning process of sport 
coaches has been of interest to researchers [22]. Strength training exercises are essential 
in sports, rehabilitation and for improving our health. It is therefore of high importance 
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that people working in the strength training and conditioning related industries com-
prehend and master exercise techniques in order for them to safely and effectively teach 
and train other people. Currently, there are no available tools for measuring in-depth 
skills of strength training experts, and there is a severe lack of biomechanical educa-
tional material. We therefore developed the current test to investigate the knowledge 
level of strength training experts.  

The test included typical skill domains that are commonly believed to be of im-
portant for strength training experts, i.e. anatomy, muscle activation, modification of 
exercises, and last but not least, biomechanics (forces and moment arms) [23]. We in-
cluded multiple questions that represented the different skill domains, for a robust iden-
tification of the skill of each participant. Thus, the main aim of this study was to inves-
tigate how data mining methods can be used to identify novel skill patterns and what 
type of knowledge that might be missing among strength training experts, based on a 
MCQ binary skill test. The secondary aims were to investigate whether the discovered 
knowledge could be used to recognize specific education needs among the participants 
or optimize the test.  

2 Data 

The initial test was developed by two experienced practitioners and researchers in 
the fields of biomechanics and human factors. These initial items were further carefully 
examined by domain experts from a group of highly skilled researchers and practition-
ers in the field of strength and conditioning. Questions were modified based on this 
feedback and a final test of thirty items was included for testing. Items include both 
MCQs and true/false questions, with both images as well as text-only questions. In two 
of the questions, participants were supposed to select two correct answers instead of 
just one. The skill test included thirty questions and was completed online. The ques-
tions can be seen in Appendix A. 

The participants consisted of 507 fitness professionals, including, for example, phys-
ical therapists, academics and sport science students. They were recruited online 
through personal and social media networks. The participants ranged between 18 and 
61 years (mean 31.25±7.71) with 78% of males and 22% of females. The background 
information is summarised in Table 1. They have a variety of different backgrounds in 
education and experience and come from forty different countries and six different con-
tinents with 32.3% coming from Norway. Large majority of participants have a gradu-
ate degree. 

2.1 Data processing 

The answers were encoded as correct (=1) and incorrect (=0), resulting into a binary 
matrix of size 507x30. Altogether 2,1% of the values were missing in the data. A miss-
ing answer was interpreted as incorrect and these were imputed with zero values. In 
addition, we also investigated how dimension reduction with Principal Component 
Analysis (PCA) before clustering affected the clustering results. In addition to cluster- 
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Table 1.  The proportion of participants with certain education level, work experience, and na-
tionality.  

Education level Work experience Nationality 
High school 9.1% 0-1yr 15.8% Norway 32.4% 
Bachelor 35.1% 2-5yr 42.4% UK 16.0% 
Masters 38.9% 6-10yr 24.1% Other Europe 14.6% 
Phd 7.1% 11-20yr 10.9% USA + Canada 21.3% 
Other 6.1% 20+yr 4.5% Asia 2.8% 
No info 3.8% No info 2.4% Other 7.9% 

 
ing participants based on the original data, a number of PCs were chosen to represent 
the questions and results compared. The number of PCs was chosen so that at least 90% 
of the variance was explained [24]. All data preprocessing and analysis were done in 
MATLAB 2018b (MathWorks Inc). 

3 Methods 

In this study we used methodological triangulation [25], [26] to search for meaning-
ful patterns in the data. Triangulation means that multiple approaches are used to assess 
the research objective and their results are combined for more reliable results [26], [27]. 
It can be divided into data, investigator, theoretical, and methodological triangulation 
where, respectively, either multiple different data sets, researchers, theoretical posi-
tions, or methods are utilized in analysis [25]. We approached the data from two differ-
ent viewpoints for more confident and interpretable results. First, clustering was used 
to discover groups of participants with similar answer patterns and both participant and 
question patterns were assessed based on the results. Second, NMF was used to assess 
patterns among test questions and further interpret the discovered clusters. For the fol-
lowing method definitions, let us define the data matrix as 𝑋 ∈ ℝ!×#, where 𝑛 is the 
number of rows (i.e., participants) and 𝑑 is the number of columns (i.e., questions).  

3.1 Clustering 

Clustering is an unsupervised method to divide data observations into distinct groups 
[28]. In this study, prototype-based clustering methods, namely k-means and k-me-
doids, were used [29]. In prototype-based clustering, the goal is to partition the data 
directly into a given number of k clusters, which are represented by prototypes [30]. 
First, k cluster prototypes are initialized and each observation is assigned to the closest 
prototype. After the assignment, the prototypes are recomputed and then the assignment 
and recomputation steps are repeated until the prototypes do not change anymore or a 
user-defined stopping criterion is reached. In general, this can be formalized as a mini-
mization problem [31]: 

min
{%!}!"#

$
𝐽 ({𝒃'}), (1) 
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where  

𝐽({𝒃'}) =2 2 3|𝒙( − 𝒃'|3)
*
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Here 𝑘 is the number of clusters, 𝑥( is an observation assigned to cluster 𝑘, 𝑏' is the 

kth cluster prototype, and 3|𝑥|3
)
= <∑ |𝑥(|!

(/0
)>

0 )1  is the 𝐿)-norm. 𝐽' is the clustering 
error of cluster 𝑘 and 𝐽 is the error sum over k clusters, so the total clustering error 
being minimized. By choosing 𝑝 = 2 and 𝑞 = 2	for equation (2) we obtain the k-means 
optimization problem, where the cluster prototype is the mean of the observations in 
each cluster.  

K-medoid algorithm [32], in contrast to k-means, does not use a summary metric as 
cluster prototype but chooses one of the observations in the cluster to represent the 
prototype instead. It has been suggested as a better alternative for clustering binary data 
[33]. The cluster prototype minimizes the within cluster error and the minimization 
problem can be formalized as 

2 2 3|𝒙( −𝒎'|3)
* 	

+%∈-!

.

'/0

, (3) 

where 𝒎'	 ∈ 𝒙( is the prototype (medoid) of the kth cluster and with 𝑝 = 2 and 𝑞 =
2 the squared Euclidean distance is used to measure dissimilarity of point 𝑥( to the me-
doid of its cluster. K-medoids is more robust than k-means which can be useful when 
there is substantial noise or outliers in the data. The most common approach to k-me-
doids is Partitioning Around Medoids (PAM) [34], that is a greedy search algorithm 
trying to minimize the dissimilarities between the cluster prototype and other observa-
tions in the same cluster. The kmeans- and kmedoids-functions in the Statistics and 
Machine Learning Toolbox in MATLAB were used. They solve the clustering problem 
using an iterative method and use the k-means++ algorithms for cluster prototype ini-
tialization.  

Clustering stability. Different cluster initializations can lead to different clustering 
solutions, causing instability of the results [35]. Assessment of clustering stability can 
be used to select the best number of clusters [35] and the clustering model. Stability of 
clustering with k-means and k-medoids were assessed with different values of k be-
tween one and twenty with the Rand index [36] to choose the number of clusters and 
suitable clusterig method. Rand index is an objective measure for similarity of two data 
partitions, 𝑃	 = 	 E𝑃0, 𝑃3, …	, 𝑃.#G and 𝑃4 = E𝑃04, 𝑃34 , …	, 𝑃.&

4 G, for the set of data observa-
tions 𝑋	 = 	 {𝑥0, 𝑥3, …	, 𝑥!}, where 𝐾0 and 𝐾3 are the number of subgroups in partitions 
𝑃 and 𝑃’ respectively. It looks at all possible pairs of observations in the data matrix 𝑋. 
If we define s as the number of pairs that are clustered to the same subgroup in both 𝑃 
and 𝑃’, and d as the number of pairs that are not clustered to the same subgroup in either 
𝑃 or 𝑃’, the Rand Index is calculated as 𝑅	 = 	𝑠 + 5

6'&7
), where the denominator is the 

total number of pairs in 𝑋. In practice, Rand index measures the proportion of similar 
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pairings, over all possible pairs of observations. The index receives a value between 1 
and 0, with 1 indicating the clusterings are exactly the same while 0 indicates that clus-
tering do not agree on any parts.  

For each 𝑘, a reference clustering partition 𝑃 was first calculated and then the clus-
tering was repeated a hundred times for hundred partitions 𝑃′. Rand index values were 
calculated between 𝑃 and each 𝑃′ and finally averaged over the hundred values for final 
value measuring the stability of clustering. 

Cluster comparisons. The background information of the participants (e.g., nation-
ality, education level, work experience, and sex) and correct answers in each cluster 
were compared with chi-squared test with significance limit of 𝛼	 = 	0.05. When sig-
nificant differences were observed, pair-wise post-hoc tests were performed between 
all clusters with chi-squared tests and the significance adjusted with Bonferroni’s cor-
rection. 

3.2 Non-negative matrix factorization 

Non-negative matrix factorization (NMF) [37] is an intuitive method for non-nega-
tive data that has become widely used in the machine learning and data mining fields 
[38]. It can be applied in many use cases, including, feature extraction, signal pro-
cessing, dimension reduction as well as text and image analysis [37], [39]–[41]. NMF 
factorizes a non-negative data matrix 𝑋 ∈ 𝑅!×5 into two non-negative lower rank ma-
trices 𝑊 ∈ ℝ!×8 and 𝐻 ∈ ℝ9×#, so that 𝑋 ≈ 𝑊𝐻 and	𝑟 < min	{𝑛, 𝑑}. The matrices 𝑊 
and 𝐻 are approximated by solving the following problem: 

min
:,<

	 ||𝑋 −𝑊𝐻	||= , 𝑊,𝐻	 ≥ 0, (4) 

where || · ||= is the Frobenius norm. The elements in 𝑊 are the basis elements of the 
latent lower rank space, while 𝐻 includes the corresponding coefficients. With 𝑟 <
min	{𝑛, 𝑑}, NMF reduces the dimension of data, working very similarly to PCA with 
the most distinctive feature being non-negativity [37]. NMF also has an inherent clus-
tering property [42] and 𝐻 can be used to cluster the columns of the input data 𝑋. If we 
would further constraint the orthogonality of 𝐻 in equation (4), the minimization prob-
lem would be equivalent to that of k-means clustering [39]. In our study, NMF was run 
with the nnmf-function in the Statistics and Machine Learning Toolbox 11.4 in 
MATLAB 2018b (MathWorks Inc). It solves the problem using an iterative method, 
starting with random initializations for 𝑊 and 𝐻. 

To further interpret the NMF results, components were visualized with a biplot that 
allows representing information about both the variables and observations in the same 
figure. For this visualization 𝑟	 = 	2 was chosen for NMF and clustering was also uti-
lized for visualization of participants. An additional biplot was plotted with grouping 
based on pure performance to assess the relationship between test performance and the 
cluster division.  

iJAI ‒ Vol. 3, No. 1, 2021 25



Paper—Information Extraction from Binary Skill Assessment Data with Machine Learning 

4 Results 

4.1 Clustering 

For k-means, smaller numbers of clusters were more stable (i.e., least variation in 
the mean Rand index across repetitions) and dimension reduction with PCA beforehand 
did not seem to affect the stability of clustering results (see Figure 1). For k-medoids, 
on the other hand, the stability varied largely between different numbers of clusters and 
results with PCA were slightly different from those without. In general, for larger num-
bers of k, clustering was far more stable for k-medians than k-means and these cluster-
ing results are slightly more stable without PCA (see Figure 1). Based on the aforemen-
tioned observations, we chose to cluster with k-medoids, without PCA dimension re-
duction, and with number of clusters k = 4. We also investigated the case of k = 2 
clusters, which was similarly stable but omit the results as they do not bring any added 
information. In this case, cluster one consisted roughly of participants in clusters one 
(C1) and two (C2) from the k = 4 case and similarly cluster two consisted of participants 
in clusters three (C3) and four (C4) from the k = 4 case. The high Rand index value for 
k = 4 suggests that this further division pattern is present in our data. 

 
Fig. 1. Mean Rand index between the reference clustering and hundred repetitions. Higher 

Rand index values indicate more stable clustering as the results of two separate cluster-
ings agree better. 

In the chosen k-medoid model, C1 (n=149) had average of 60.56%, C2 (n=161) had 
an average of 49.05%, C3 (n=104) had an average of 41.15%, and C4 (n=93) had an 
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average of 39.71% correct answers. For reference, random guessing in the test would 
result in approximately 30% correct answers. Thus 40% is only slightly better than pure 
guessing, whereas 50% and 60% are two and three times better, respectively. Back-
ground information for these clusters is summarized in Figure 2. The distribution of 
participants from different countries is different in C1 compared to all three other clus-
ters (C1 vs C2 p = 0.008, 𝑋3 = 20.00, C1 vs C3 p = 0.004, 𝑋3 = 20.49, C1 vs C4 p = 
0.002, 𝑋3 = 24.73). Based on Figure 2, there are clearly more participants from Norway 
than any other country in cluster C1 that represents the participants with the highest 
level of total scores. Participants in C1 had a higher education level compared with C4 
(p = 0.040, 𝑋3 = 16.05) (see Figure 2). Cluster C1 had participants with longer experi-
ence than C4 (p = 0.008, 𝑋3 = 19.96) and C3 (p = 0.037, 𝑋3 = 16.26) (see Figure 2). 
C1 had a significantly higher proportion of males compared to cluster C4 (p = 0.01, 𝑋3 
= 9.92) (see Table 2). There were no differences in the number of working days per 
week between the clusters. 

 
Fig. 2. Distribution of various background factors in the four clusters.  

Table 2.  Proportion of males and females in each cluster.  

 Male Female 
C1 84.46% 15.54% 
C2 81.41% 18.59% 
C3 73.53% 26.47% 
C4 67.03% 32.97% 
Total population 78.07% 21.93% 

 
From the distribution of correct answers among clusters (Figure 3), a number of pat-

terns can be detected. It can be seen that some questions, i.e. those where a complete 
biomechanical analysis was necessary, were difficult for all participants (e.g., 3, 6, 25, 
26, and 27) while others, e.g. those that required understanding of the mechanics of an 
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elastic band, or experience from how different variations of an exercise will load a 
muscle, were easier (e.g., 12 and 13). Some questions also have clear differences be-
tween the clusters, for example, the participants in the best performing cluster C1 per-
formed clearly better than the rest in questions 5, 8, and 16. These questions require 
good biomechanical understanding. In addition, while the participants in C4 performed 
less good than the others overall, they performed better than all the others in question 
19 and relatively well in questions 18, 20, and 22.These questions were all related to 
having a long thigh bone, but concerned several different aspects, e.g. anatomy, geom-
etry and biomechanics. 

 
Fig. 3. Percentage of participants that answered a question correct, separately for each cluster. 

Question numbers on the x-axis and percentage of correct answers in cluster in the y-
axis. Questions are sorted descending based on the difference between best and worst 
cluster performance. The red bar corresponds to probability of guessing the correct an-

swer. 

4.2 Nonnegative matrix factorization 

Discovered NMF patterns are visualized together with the discovered clusters in Fig-
ure 4. From the cluster scatters, we can see that the better performing clusters C1 and 
C2 load higher on NMF component one, while clusters C3 and C4 load higher on com-
ponent two. This means that questions that load high on component one, were better 
answered by participants in C1 and C2 and on the other hand those loading higher on 
component two were better answered in C3 and C4. As can be seen in the figure, clus-
ters C1 and C2 as well as clusters C3 and C4 cannot really be separated from each other 
in the two-dimensional case. 

From the biplot of NMF coefficients, W, it is easy to recognize groups of similar 
questions in data (Figure 4). For example, questions 26, 27, 6, 3, 25 (require thorough 
biomechanical understanding) load the first two NMF components similarly, both com-
ponent  one and  two with very low values.  As  can  be  seen in  Figure 3  these are all 
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Fig. 4. Biplot of the first two NMF components. The participants who answered are scattered 

with colors indicating the cluster number. The numbers correspond to the thirty ques-
tions. 

questions that were mostly answered incorrectly, i.e., receiving zero values on data and 
not able to separate the clusters. In addition, questions 28 (similar to questions 25, 26, 
and 27) and 24 (requires similar skills to question 8) are very close to the above-men-
tioned group of questions. Another recognizable group of questions in Figure 4 is 18, 
19, and 21 (related to having a long thigh bone, but require versatile expertise) and 2 
(requires basic biomechanical understanding). These are questions where C1 and either 
C3 (2, 21) or C4 (18, 19) did clearly better than the other two. Question 22, on the other 
hand, seems to be different from all the others, loading high on component two and low 
on component one. This is a question that is more often answered correctly by the par-
ticipants in lower performing clusters C3 and C4 (Figure 4).  

On the bottom right part of Figure 4, another group with questions 1, 5, 8, 15, 16, 
17, 29, and 30 can be detected. These are questions that require basic biomechanical 
understanding, i.e. how external load will induce muscle activation, and were in general 
answered better in the higher performing clusters C1 and C2. Questions 4, 7, 11, 14, 
and 23 are related to different concepts; anatomy, stability, basic understanding of mo-
ments and more advanced biomechanical analysis. The questions were mostly related 
to squat movements (7, 11, and 14) and were answered relatively poorly in either C3 or 
C4 or both. The rest of the questions were mostly related to squatting exercise (9, 10, 
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12, 13, 20) with mostly true/false options and were in general answered correctly across 
the whole participant sample. 

Groups based on test performance. To compare the formed clusters to the general 
performance of participants, the data was also divided into two groups based on partic-
ipant’s performance level. A biplot for these two groups can be seen in Figure 5. While 
the scatter of these two performance groups resembles the group division in clustering 
(Figure 4), clear differences can also be detected. In general, both performance groups 
load on both NMF components and cannot be separated that well in this 2D case. This 
indicates that the clustering results are not only based on the general performance, but 
other patterns are detected in the data as well.  

 
Fig. 5. Biplot of the first two NMF components. The people who answered are scattered with 

colors indicating the performance group. Numbers correspond to the thirty questions. 

5 Discussion 

This paper investigated how data mining methods can be used to identify novel skill 
and question patterns from educational skill test data. We utilized two methods in a 
triangulated manner to extract and summarize information from binary MCQ data 
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measuring strength training and conditioning related skills. Clustering was used to dis-
cover groups of participants with similar answer and skill patterns and NMF was used 
to assess patterns among test questions and to further interpret the discovered clusters.  

Four distinct participant clusters were identified from the data. These groups were 
partly but not completely based on the general test performance, meaning that unique 
skill and answering patterns were present in data as well. C1 was the highest performing 
cluster with 60.56% correct answers on average and had a prominent proportion of 
Norwegian participants as well as a people with 2-5 years of experience. The higher 
performance of Norwegian participants might party be explained by them being ex-
posed to similar material as what was tested previously. In addition, 2-5 years of expe-
rience might be related to better performance than longer experience due to more recent 
and updated education if those with longer experience have not been actively updating 
their knowledge and have more outdated or myth-based information. They performed 
clearly better than the rest in questions 5, 8, and 16, that require a good biomechanical 
understanding. C2 was the largest cluster with on average 49.05% of correct answers. 
These participants performed notably better than the others, or the level of random 
guessing, in question 1. In general, they performed worse than others in questions re-
quiring basic understanding of moment arms (2, 19, and 21) and in question 18 requir-
ing understanding of body configuration and anatomy. C3 and C4 both performed 
poorly overall with an average of 41.15%, and 39.71% correct answers, respectively. 
The participants in C3 performed poorly at almost all questions related to biomechanics 
but better in questions 2, 14, 21, and 22, related to understanding of anatomy and move-
ment/joint configuration. C4 had poor basic anatomy knowledge but performed well in 
questions 18, 19, 20, and 22 related to different aspects associated with having a long 
thigh bone, e.g. anatomy, geometry and biomechanics. The cluster had the largest pro-
portion of people working more than 3+ days a week evaluating exercise technique and 
thus they might be exposed to these applied skills in their daily work but then lack some 
more profound biomechanics understanding required to reason well in questions over-
all.  

NMF was able to discover multiple interesting question groups and patterns. Ques-
tions 3, 6, 24-28 were answered very poorly among all participants. The clear tendency 
to answer question 3 incorrectly is likely related to a misconception/myth that has been 
established in the training industry, where only muscle activation related to hand sepa-
ration has been measured, without considering if they are placed high/low or whether 
or not the elbows point in or out from the body. Question 6 shows that people are not 
able to do biomechanical analysis of the bench press. This is not surprising as all the 
published biomechanical analyses in the literature has been flawed [43]. In general, the 
participants did not seem to be aware of the fact that forces may have both medial and 
lateral components, which makes them choose other alternatives. Questions 9, 10, 12, 
13, and 20 on the other hand were relatively easy for all participants and were all related 
to squat movements. Other questions groups discovered with NMF were used to further 
interpret the discovered clusters as they can capture skills present in certain subgroups 
of participants. For example, participants in C1 and C2 performed better in questions 
requiring biomechanical understanding, including how exercises can be effectively 
modified by external forces (1, 5, 8, 15, 16, 17, 29, and 30). Question 22, on the other 
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hand included a very different concept from all the others and required a geometrical 
understanding of segment movements in a squat (Figure 4). The clustering analysis 
revealed that the lower performing subgroups performed better in this question, perhaps 
due to more practical experience or by wrong reasoning as it was a true/false question.  

In general, the scores of participants were poor, even in the higher performing clus-
ters, which shows the limited biomechanical understanding among professionals and 
students in the field. There are presently no tools to measure skills of strength training 
experts based on a biomechanical rationale. Our analysis approach was able to discover 
multiple surprising and interesting patterns in the test data. Although the questions were 
designed with the purpose of including varying difficulty levels to measure several skill 
domains, the performance of participants did not completely follow the expected pat-
terns. For example, some of the presumably easier questions were difficult even for the 
generally higher performing participants (e.g., question 1 for C1 or question 2 for C2). 
It was also surprising how some questions were similarly easy or hard for all partici-
pants while others had huge differences between the performances of clusters. Thus, 
cluster analysis can possibly lead us onto the questions where thought processes differ 
and what type of knowledge that might be missing among strength training experts. In 
addition, applied skills (working more frequently with evaluating exercise technique) 
seemed to be very beneficial in handling some questions, as opposed to a high-level 
understanding of biomechanics (e.g., questions 18-22 for clusters C3 and C4). Further-
more, while some questions can be considered very similar, i.e., measuring similar bio-
mechanics skills, large differences in the performance were discovered in data (e.g., 
questions 8 and 24 which required identical analyses, but were still answered above and 
below the random level in all clusters, respectively, but especially clear difference in 
C1). It is also surprising, how little participant’s background (e.g., experience, educa-
tion) affected the performance, raising even more questions about the general skill 
level, quality of education, persistent training misconceptions etc. among strength train-
ing experts. 

When interpreting the results of this kind of test data, it should be taken into consid-
eration that people may arrive at the correct answer using a variety of different thought 
processes, which for our data can be divided into a) reasoning of biomechanical analysis 
of forces and moment arms (true experts, can use their expertise to answer all ques-
tions), b) reasoning of a subset of biomechanical skills (e.g., understanding elastic 
bands, anatomy knowledge, or COM and base of support), c) remembering (been ex-
posed to a particular topic before in scientific studies/text books/expert statements etc.), 
d) experience/“feeling” (have worked more and longer with real training situations and 
through exposure understand movements better), or e) pure luck. 

Compared to more simple and traditional statistical analysis, our data mining ap-
proach allows us to discover novel and unexpected knowledge from data. In our case, 
the acquired knowledge can be used to, for example, recognize what type of knowledge 
might be missing among strength training experts and form guidelines to improve their 
education accordingly. More specifically, a cluster analysis approach can be useful to 
recognize subgroups of learners and make guidelines more personalized or background 
specific. In addition, the results can be used to optimize the developed test by recogniz-
ing what type of questions to focus on, need for more specific questions in certain skill 
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domains or recognizing possible overlapping questions to exclude. For example, the 
analysis revealed that questions considered very similar (or requiring similar skills) can 
be answered very differently across the population and are thus important to include 
despite similarity. The approach can be used in other educational domains as well to 
extract and summarize knowledge about learners’ skill levels, to better understand 
learners’ domain representations, and recognize optimal questions/need for more spe-
cific questions according to test purpose. Use of methodological triangulation is rec-
ommended as it increases the trust and confidence for results [27] and helps with further 
interpretation of results. 
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